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1 Introduction

More and more economists and other social scisrdigt recognizing that it does not suffice
to study economies and societies as fixed mechanisomsisting of fixed parts of fixed
behaviors interconnected in fixed ways, which dalyction, but that for many important
guestions it is necessary to recognize that theyrmafact variable entities that not only
function, but may moreover change parts, whileg¢haay change their behaviors and
interconnections, and thus organize, reorganizeldp and evolvé.

In search of understanding of such entities, allyuall of these enlightened social
scientists agree that much can be learnt from giold'he reason is that biologists — be it
because of their higher wisdom or because of the messing nature of their subject matter
— recognized that organisms must be treated asblgorganized, developing and evolving
entities longtime ago, and are therefore much radk@nced in this search than social
scientists, among whom modeling of economies antk8es as fixed mechanisms is still
widespread. But there is a fundamental questiowlioh even these enlightened social
scientists still disagree: which parts of what bgists have learnt about organisms may also
be relevant to socioeconomic organizations, and lialpful, and which parts are on the
contrary so biology-specific that trying to learnrh them would be fruitless and possibly
misleading?

Perhaps the most fundamental disagreement conttermslationship between
Darwinism and socioeconomic evolution. There appeae two main competing views:
General Darwinism (GD), perhaps most forcefully@hted by Hodgson (2002), Knudsen
(2004), and Hodgson and Knudsen (2006); and Catyiklypothesis (CH), whose main
proponents are Witt (2003, 2004) and Cordes (2R067). The main idea of GD is that the
Darwinian theory explaining biological evolutionrcauitably be generalized and in the
generalized form also explain socioeconomic evoiutiln contrast, CH considers Darwinism
only useful for explaining the evolutionary origiasthe human cognitive abilities with which
socioeconomic evolution starts and on which itdmjibut in its own specific ways that have
little to do with the ways of biological evolution.

This paper proposes a synthesis of modified vesstd both GD and CH, finding GD
in need of more extensive modifications than CHie Tatter is only qualified in its
negativism about applications of Darwinian prinegpto socioeconomic evolution, but much

of this negativism is at the same time justifiedléoge parts of the Hodgson-Knudsen version

! That this is necessary to admit in policy analysi order to avoid, and not recommend, policigh Warmful
unintended effects, is extensively argued in Palii003a).



of GD (HK-GD), which is found not general enoudh.other words, the paper agrees with
Witt and Cordes that socioeconomic evolution buddsoutcomes of biological evolution,
and may thus be understood as its continuationwaihdHodgson and Knudsen that this
continuation may be understood as sharing witlbtbegical evolution, and thus repeating,
certain general principles of Darwinism — but witle qualification that these principles are
somewhat different from those of HK-GD.

As considered in more detail below, what makes@IBlinsufficiently general is that
it retains from biological Darwinism certain not®that are too biology-specific, and
therefore lack clear socioeconomic counterpantsthe first place, these are all the notions
related tanter-generational replicating, in particular "inheritance" and tladéling of genes
as "replicators.” The crucial point that HK-GD deeks is that organisms and
socioeconomic organizations substantially diffethi@ ways in which they can evolve and
preserve the key information about the evolveduiest over time. For organisms, because of
the relative fragility of biochemical memories,ghnformation needs to be periodically
renewed and corrected, for which series of geremratiwhere replicating and inheritance are
indeed central, appear to be the only feasible wayontrast, as socioeconomic
organizations may use memories of another natioeg,anly rarely have offspring, but most
often last, evolve or dissolve as childless singles

In search of the principles of Darwinism that t@nseen at work in both biological
and socioeconomic evolutions, this paper proposethar, more general version of GD,
named "Sufficiently General Darwinism" (SGD), withio purposes: to demonstrate that such
principles do exist and are theoretically interggtiand to indicate how they may help to
clarify some of the still poorly understood aspextsocioeconomic evolution, including
developmental differences and the possibilitiedediberate reforms. How much SGD will
be able to help with these clarifications is sutggss a criterion for judging its usefulness
both absolutely and in comparison with HK-GD.

SGD and HK-GD mainly differ in the relative impanice they ascribe to the different
roles of genes. To be precise, following somentdevelopments in molecular biology,
SGD also differs in extending attention from geteegenomes, as these have been found
often to contain, in addition to the genes thatrutt the synthesis of proteins, other important
segments of DNA — in particular those that instthetsynthesis of key RNA-regulators
(Mattick, 2004). But this extension is only secand Be it genes or genomes, the main
difference is that SGD ascribes less importandbd replicating and more to their

instructing. In consequence, to generalize th@type-phenotype distinction, it uses the



couple "instructor-interactor,” instead of "reptimainteractor.” It is indeed for genomes as
instruction bases for the forming and functionif@ganisms, rather than as replicators
copied from one generation of organisms to the,rbat logically consistent and empirically
meaningful socioeconomic counterparts will be dassio identify.

But replicating will not be neglected. SGD paye éttention to all the different roles
that genomes may be seen to plaplicating, as emphasized by Dawkins (1976), who is
perhaps also the first to call them "replicatoreVplving, as emphasized by Hull (1980), who
correspondingly calls them "evolvers," andtructing, which is only gradually being brought
to light by molecular biologists and still largetgglected by social scientists. But it is
precisely for making Darwinism sufficiently genefat their purposes that they must pay
more attention to the instructing than to the igilng. Only one kind of replicating can be
seen to have a meaningful socioeconomic counteraaaimely thentra-organismone, by
which the genomic instructions of one multicellubeganism spread to all of its cells, and
which may be seen to correspond to what CH cattgdtion," "diffusion,” or "transmission,"
understood as taking place among the members cfamniety.

Of course, social scientists cannot be accuseghofing the instructing role entirely;
for instance, "genes-as-instructors” are mentialezhdy in Hodgson (1993). It is only that
after mentioning it, they have not said much mdreuait. One reason may be that it requires
more knowledge of recent molecular biology than tvéppears to be common among social
scientists, even the evolutionary ones. Anothasesa may be that recognizing the great
importance of genomic instructing was for a lomgeticonsidered politically incorrect:
ideological pressures made it nearly obligatorgrafess that for the forming and functioning
of organisms, their environments are much more apb than their genomes.

The obstacle of political correctness is heredsitle as no longer belonging (if it ever
did belong) to serious scientific research. Comicgythe knowledge obstacle, the following
section will try to help interested readers to ceene it by summarizing the basic facts of
molecular biology that SGD may be seen, with tHp bébasic principles of information
processing, to generalize, while also noting thenrddferences between SGD and HK-GD in
how these facts and principles are taken into atcand understood.

But that section is only optional, for no knowledgf biology will later be necessary.
SGD will be built as an abstract conceptual framdwmdependently of any of its possible
biological and socioeconomic applications, arourelgeneral notions of variably self-
organized interactors with relatively stable instion bases — of which organisms with their

genomes, and socioeconomic organizations with thsiitutions ("rules-of-the-game™) will



only later be found to be special and in many retspéifferent cases. These notions will
allow general evolutionary processes to be decoatpoao two (possibly overlapping)

layers: the self-organizing ("spontaneous ordejinfinteractors according to their existing
instruction bases, and changes of these basesrrekfo as "general ontogeny" and "general
phylogeny,” respectively. SGD puts all this ondahicro-foundations by clearly identifying
for each interactor the set of its constituent égehrough which the instructing must act and
on whose intrinsic abilities this acting criticathgpends.

To avoid misunderstanding and misdirected critigisvo early disclaimers may help.
First, despite the great importance ascribed tarntteucting role of genomes, SGD has
nothing to do with naive genetical determinismddes not claim that instruction bases alone
fully determine the forming and the functioningtbéir interactors, but recognizes that
environments may also play important roles. Ityanbkes it clear that however important
these roles might be, they depend on, and areatkignconstrained by, the instruction bases.
SGD is thus in a sense deterministic, but not maaed only negatively: it recognizes that
instruction bases may be far from determining vépecific features their interactors will
develop, but affirms that they always determine tWkatures their interactors cannot, even in
the most ideal environments, acquire.

Second, despite specifying for each interactos#ief its constituent agents, SGD is
not naively reductionist. It does not see an axttr as a "simple sum" of its agents — as does
the naive kind of reductionism that holists ardawl of criticizing, and that in fact appears to
be invented by them as an easy-to-beat straw nia fully recognizes that what an
interactor is and does depends on both its agedtshair organization. SGD also recognizes
that there may be important feedback relationstinpsugh which the organization may
influence and condition properties of its ager86&D only makes it clear that nothing can fall
as a holistic mystery from the sky, but all musthstrom constituent agents: at least some of
them must first form the organization before thisyrstart influencing them.

The paper is organized as follows. After the mmtl Section 2, with its survey of
basic biological facts for interested readers tés& of the following four sections is orderly
to build SGD as an abstract conceptual framew&#ction 3 assumes a set of agents that,
with more or less extensive help of inputs fromiemments, self-organize into, and function
within, an interactor, which they consequently emduth a certain form and a certain
function (behavior). For a clear micro-view of haw intreractor may acquire both its form
and function, agents' behaviors are divided into (possibly overlapping) dimensions —

associative and operational.



Section 4 introduces the notions of "instructiand "“instructing" and elaborates the
view that all behaviors, of both agents and intenag must be instruction-based — thus
generalizing the increasingly recognized fact #ilahuman mental processes, including
economic decisionmaking, must in a certain seesgrbgram-based.It distinguishes three
sources of an agent's actual instructing — inigaternal, and own learning — and identifies
the initial instructing as the seed without whibke fctual instructing could not develop, either
by external instructing or by own learning, andwyich this development is ultimately
constrained.

Section 5 considers the different success critbaaboth agents and interactors may
be internally striving and/or externally requiredmeet, and introduces the notion of
"Instruction base" to refer to the additional insting, formally ascribed to an interactor, that
its agents may need to make it, in terms of givéera, successful. It then specifies general
ontogeny as the processes during which agentsmipgien instruction bases form and
develop corresponding interactors; and generalqgeyly as the trial-and-error searches for
the instruction bases of successful interactomsndwvhich these bases themselves form,
change, and evolve. Itis such searches thatCaevinian” in the sufficiently general sense
that has consistent and meaningful interpretatiom®th biological and socioeconomic
evolutions.

Section 6 completes the building of SGD by follogiSimon's (1969) view of the
architecture of complexity and considering thatragienteractors that form multilevel
hierarchies. For such a hierarchy, it establishesrresponding hierarchy of instruction
bases, and clarifies how the two relate to eactroth shows that they do not mix, as the
latter consists of pieces of information and therfer of more "material” bodies that form and
function; and that the two need not have the sam&ber of levels, as instruction bases of
one level may suffice for the forming of successfgénts-interactors of several levels.

The task of last three sections is to apply SGBotmoeconomic evolution. Section 7
shows why, logically, the instruction bases of eecbnomic interactors, including entire
economies and societies, are institutions in theeef "rules-constraints” or "rules-of-the-
game" — as defined in institutional economics byth¢1990) and advocated for uses in
evolutionary economics by Pelikan (1992, 2003@ther than both the more narrowly
defined "routines” (Nelson and Winter, 1982) anelthore broadly defined "memes"
(Dawkins, 1976, 1982).

2 For particularly clear and convincing expositiafshis view, see Holland (1995), Cosmides andbjoo
(1997), and Vanberg (2004).



Section 8 notes that this increases the importah@@ew) institutional economics, but
also imposes on it new tasks — in particular, finde'institutions" as a clearly structured
multilevel notion, and to study them not only foeir effects on transaction costs and other
incentives, but also as factors that both instraseti are produced by, socioeconomic
evolution. This section also clarifies the socm®amic versions of ontogeny and phylogeny,
with emphasis on the differences from their biobagjicounterparts — in particular their much
closer time scales, and the absence of the Weistyamier, which allows — in agreement
with Nelson and Winter (1982), but in disagreemeitlh Hodgson and Knudsen (2006) —
some "Lamarckian" feedback from the former to #itel.

Admitting that not all social scientists may fiB&D helpful, Section 9 concludes by
considering four longstanding socioeconomic issaewhich its usefulness appears most
likely to be recognized: group selection, econod&gelopment, reform policies, and
multiculturalism. But it cannot be the task ofstipaper to provide any of these issues with a
definite answer. How SGD may help to deal withmthaill only be outlined, to illustrate the
breadth of its potential usefulness, and hopetikp give ideas to readers on how to use it in

their own studies.

2 Ten basic biological factsfor interested social scientists

To recall, this section is optional, reserved @ tbaders who are themselves interested in
learning from biology. It surveys the basic biotaj facts by which the building of SGD has
been most inspired, and which it is intended tomahend if applied back to biolody.

The survey is divided into ten basic biologicaitéa(BBFs). Leaving aside the
relatively simple and for social scientists leateiesting bacteria, seven facts concern
multicellular organisms (MOs), and three concewsthMOs that are moreover social
(MSOs). These have been particularly inspiringhay most tangibly illustrate the logic of
multilevel organizing, an important key to undenstimg socioeconomic evolution. Of
course, most of these facts are so well-knowndhateying them is more a matter of record
than new information for readers interested indmgl. It is only the view of their possible
relevance to socioeconomic problems that will pasé# novel: some will be found more
relevant, and others less, than usual.

BBF1. Each MO possesses a specific genome of its cavmessage coded in the

% Trying to learn as much as possible directly frmamtemporary biology, | mainly drew on Albertsaet(1998),
Camazine et al. (2001), Mattick (2004), Carrol (20@&nd Barrick and Breaker (2007), and was gréwslyed by
extensive consultations with René Doursat, workingelf-organization in biology and bio-inspiredgtms, and
Andrea Pelikan, specialized in biotechnology.



four-letter alphabet of DNA, containing genes, bot only genes — of which virtually each of
its cells contains a full copy. If the cells s@iae in different functions (as they usually do),
each of them employs only those parts of the gentbatecorrespond to its specialization,
while blocking (ignoring) the rest.

BBF2. An MO is variable in both its form and its belmvits cells may be
multiplying, developing or dying, and they may Istablishing, modifying or interrupting
their interconnections. In contrast, it must grig keep its genome stable as the great
constant of its life; failing to do so results @ncer or other disorders. In this context, in is
instructive to realize that even the so highly depable and flexible human brain reposes on
a highly rigid genomic message, and that this nggssaust in some sense be crucial, for
other species with other genomic messages, ifllagg brains at all, these are substantially
less developable and flexible.

BBF3. The genome plays four roles: (A) instructing thieming and the functioning
of its actual MO; (B) spreading its message toahre MO by replicating internally across
the cells of this MO; (C) preserving its messagerdime by replicating to a new generation
of MOs (offspring), often by recombining its segrteewith segments of another genome; and
(D) evolving, mostly during (C), by modifying itseasage as a result of recombinations of its
segments and/or of various copying errors (mutajicaused by unrelated ("random")
disturbances. Roles (B) and (C) are played byettige genome, role (D) may involve any of
its parts, but role (A), the instructing, is playaay by some of its parts, while the rest is
often called "junk.*

BBF4. Ontogeny, in which the genome plays roles (A) @id is the complex of
processes that build for the genome its actualrsga beginning with what is often
considered separately as "embryogeny,” and oftesipgthrough several development
stages, during which the organism importantly cleargpth its form and function. These
processes can be seen as multilevel chemical oeactf which only the first level — the
synthesis of specifically tailored proteins and RByanizers — is genomically instructed.
The rest then spontaneously unfolds upwards, asltlewel hierarchy of self-organizing, of

which the specific proteins and RNA-organizerstheefirst-level agents. It is through the

* That not all parts of the genome play the ingingcrole is now established, but which parts daypt is not
yet fully known: many of those that were at firethsidered "junk" were later discovered to have irtgu
instructing functions — and such discoveries carginFor a long time, it was believed that the ongjructing
parts were genes — the segments of DNA that irtstoyaneans of their RNA-transcripts, the synthesis
specific proteins, which are the basic agents tif biee organizing and the functioning of each ikl
consequently of the entire organism. But it is rawwn that important instructing is also perforniigdcertain
segments of DNA whose RNA-transcripts do not camgeoteins, but become active organizers ("ribo-
switches") themselves (Mattick, 2004, and Barricl Breaker, 2007)..



specific tailoring of these agents, with its aséegapecific consequences for all the higher
self-organizing levels, that the instructing of ttenome reaches all the way up to the form
and the function of the entire organism. In altlthis instructing has two overlapping tasks:
(a) to shape, from its bottom position, the ertierarchy of ontogenic self-organizing
towards endowing the entire MO with its specifienfip where all of the self-organizing
agents — with the help of cues from each otherfaamd environments — find their specific
positions with specific connections to each othed (b) to shape the functioning of all these
agents, once they have found their positions, tdgsvaraking the entire MO function (behave)
in its specific ways.

BBF5. To succeed in producing a well-formed ("fit") M@hle to cope with its
typically complex and changing environments, theoganic self-organizing needs inputs
from these environments: always a certain miniméimudrients and energy, to allow it to
proceed; and often additional information, on tbghe information supplied by its genomic
instructions, to contribute to determining its spedorm and function. The ontogeny of
different species needs, and is able to use, diftexmounts of environmental information —
relatively little for insects, and very much forrhans, especially for the self-organizing of
their brains. But, to allow environmental infortioa actually to help, a necessary condition
is that the ontogenic self-organizing build fosutitable input channels and processors (to
begin with molecular switches). While environmeintéormation may extensively help also
with this building — its present contributions ntalp to shape the input channels and/or the
processors for its future contributions — it canthotso initially. As implied by the logic of
information processing and documented by empifaas, the first input channels and the
first processors (switches) that environmentalnmi@tion needs to start to help — such as the
first interconnection among neurons and sensorgst gelf-organize according to genomic
instructions alone. These instructions are botatvaliows environmental information to
contribute, and what limits the extent to whicméy do so. Environments cannot help
ontogeny directly, without sending their informatithrough some previously self-organized
input channels and processors. Their direct imiteés can only be disruptive — for instance,
they may deform or interrupt the ontogenic selfamiging by lack of food or the wrong
temperature. A trivial, but for economists (esp#githe development ones) potentially
inspiring example is the embryo of a mouse: witifood it will not develop, but no food will
make it an elephant, and no environmental inforomatvill make it a mathematician.

BBF6. The ontogenic self-organizing process is far fegalitarian: some of the

proteins are "switches," controlling the synthegisther proteins, and some of the cells are



stem cells, organizing other cells. It may alsodoice great inequalities in the form and
function of the organism — for instance, it mayelep a brain, whose cells, the neurons,
control the functioning of many other cells.

BBF7. Phylogeny, in which genomes repeatedly play r@@sand (D) is the complex
of processes by which old species of organismsveva disappear and new appear — in other
words, this is what Darwinian evolutionary theasyabout. To play role (D), and thus allow
phylogeny to proceed, genomes must allow someseimdheir playing of the information-
preserving role (C). These two roles must thuskvieisome extent against each other — to
act as evolvers, genomes must somewhat fail asfammation-preservers. It is important to
realize that the lasting products of phylogeny ¢ired genomic messages — both the
instructing ones and the "unproductive junk," ifyanand not entire organisms, as these are
typically variable and relatively short-lived. istbecause of their relatively fragile
biochemical nature that genomes need organismdtiae anemories to protect them against
disturbances and propagate their messages over @eeomes as the lasting products of
phylogeny must therefore clearly be distinguishrednftheir testing by possibly several levels
of natural selection according to the performarifi;néss”) of the organisms that they have
been able, by their instructing during ontogenyglttain. Their instructing parts must thus
succeed in obtaining, with more or less extensalp bf environments, sufficiently "fit"
organisms, and the "junk" must not disturb too mutherwise both will fail to be selectéd.

BBF8. A multicellular organisms that is moreover so¢M50) can be described as
both needing and being able to associate and ggfe with similar organisms into a more
or less large and more or less structured socigbup, organization). The property of being
social must also be genomically instructed: inideed specific to certain species, and not
others. But the genomic instructing may use twdéhimds: (i) specifying just one variant of

social "rules-of-the-game" ("constitution,” "partlar social grammar") that each individual
will instinctively obey; (ii) delimiting a more dess broad set of variants of such rules
("universal social grammar"), and endowing thevidiials with abilities to search for and
learn, within this set, by their own trials andoes, the specific rules of their actual society by
themselves. Social insects exemplify (i), whilerfwosapiens uses the highest proportion of
(i). But some (i) appears always present: inssimze known to play important roles even in

human social behaviors, and are logically needdtestarting point for the evolution of all

® |t may be amusing to imagine that the non-insingcparts that we call "junk" are in fact the taréstocrats of
the evolution, while the instructing parts are thedrkers and managers that toil hard to providerthvith
comfort and protection.



variants of human societies.

BBF9. Both methods increase the demands on the infmmttat the genome must
supply, and that the trials and errors of Darwireanlution must therefore discover. For
method (i), this information must precisely detarenall the rules-of-the-game of a successful
instinctive society, whereas for method (ii), ityranly roughly delimit a more or less large
set of variants of rules, of which only a few mayduccessful, and leave the MSOs free to
search for one of these by their own trials andrsrr Importantly, and perhaps surprisingly,
more information is needed for (ii) than for (iJo be sure, less information suffices to
delimit the rules of a successful society only tdyghan to specify them with precision. But
many times more information is then needed to enith@MSOs with all the required
abilities for seeking, discovering, and learning finecise rules by themselves. The logical
reason, well known from computer programming, & @nfixed behavior requires a shorter
program than the learning of a comparable behawifumction of experience. The empirical
evidence is that method (ii) is used only by gen®that also instruct the building of highly
sophisticated brains — in particular those of h@apiens, on which more later.

BBF10. Since the success of MSOs also depends on thessuof their society, the
performance tests of their genomes are correspglydéxtended. In addition to the form and
the function of MSOs as individuals, their genorasss moreover tested for the form and the
function of the society into which they will selfganize and which they will make function.
To see how the genomes may fail in this extensionsider a situation in which the MSOs
are sufficiently "fit" as individuals and their ammnments are sufficiently hospitable, but their
society is nevertheless unsuccessful. The podsithlee depends on the method used: if (i),
the genomes may build into their social instinb&swrong "rules-of-the-game"; if (ii), the
genomes may fail to make them sufficiently talerttetind and learn successful rules in time.
Note that successful rules may then either beadptioutside the set of alternatives that the
genomes allow them to seek and learn, or be irstéitisbut too difficult to find, given the
limited searching and learning abilities that teag@mnes allow them to develop and employ.

Concerning the possible relevance of these facstioeconomic problems, most
differences from usual views concern the four ralegenomes listed iBBF3. Social
scientists interested in biology have usually feclisn the replicating role — and that without
distinguishing between (B) and (C) — and on thewrqg role (D). For the building of SGD,
in contrast, the most inspiring has been the iostrig role (A), and the fact that this role is
not played by entire genomes, but only by soméeif parts. The reason is, as explained in

more detail below, that both organisms and sode@n be understood as outcomes of self-

10



organizing (spontaneous ordering) of certain eldargragents, and that the difference
between their success or failure most importardfyeshds on how these agents have been
instructed, by what "rules-of-the-game" the agesgl-organizing and operating, while
interacting with each other and with environmehtsje been shaped.

Attention to the difference between genomic rejirgy intra-organism (B) and inter-
generation (C) is also rather unusual. Yet thifeince is crucial for dispelling the still
widespread confusion about the socioeconomic copauts of replicating: (B) may be
admitted as relevant — it may be seen to correspmhdw some common "rules-of-the-
game" spread among the members of the same orgjanipa society — while (C) must be put
aside as highly biology-specific. As already netsatioeconomic organizations rarely have
offspring, but more often last, evolve or dissahgechildless singles.

But this also means that SGD must admit that éiaiumay also take place during
(B), and not only (C), in order to comprehend aetydhat both lasts and evolves, as its
members are introducing and imitating changes wofesof its characteristics — such as the
rules of conduct studied by Hayek (1967) and Vanlf£®94). To leave (C) out of SGD is
indeed crucial, as the difficulties with identifgihe precise socioeconomic counterpart of
inter-generation replicating have caused someeftbatest doubts about the possibility of
generalizing Darwinism for sensible uses in thead@ciences.

Since the social scientists learning from biolbgye usually focused on Darwinian
evolution and phylogeny, some novelty may alsodsmnsn the three BBFs that extend
attention to self-organizing and ontogeny — nanB8i#4, which shows that successful
ontogenic self-organizing needs suitable genonstruicting, and that one level of such
instructing may shape several higher levels oferjanizing;BBF5, which admits important
influences of environments, but also makes it dleat the ways for these influences must
initially be prepared and are ultimately limited ttne instructing; an8BF6, which points out
that far from egalitarian, ontogenic self-organigmay be run by unequal agents, which may
then also become unequal functionally, possibluitiog a spontaneous emergence of a
more or less extensive central control.

Last, but not least, some novelty may also be setre attention to the direct and
indirect ways in which societies of organisms udttely depend on the genomic instructing of
their individual members, as brought to lightB$F8, BBF9, andBBF10.

But, once more, the sole purpose of this sectias o reveal to interested readers
what biological facts have most inspired the buaiddof SGD. Emphatically, no one else need

pay attention to them: starting with the followisgction, SGD will be built formally as an
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abstract conceptual framework, without directlyagipg on any biological fact or analogy.

3 Agents, environments, and interactors

To start to build SGD in an orderly way, assumeta§ agents of certain behaviors acting in
certain environments, from which they are obtaimegpurces, including information. This
allows them to self-organize into, and operate wijtan interactor, which they consequently
endow with a certain form and a certain functioeh@viors, performance). Both the form
and the behaviors of both the agents and the otarenay vary over time.

To benefit from Simon's (1969) clarification oktarchitecture of complexity, on
which more in Section 6, the notions of agentsiatetactors are defined to admit flexible
empirical interpretations. A large variety of reabrld entities will be made possible to
interpret both as interactors formed by smallenégeand as agents forming a larger
interactor. Instead of "agents forming interactoitss thus also possible to say "small
interactors form large interactors.” Such agentsractors can be exemplified by molecules,
parts of cells, cells, multicellular organisms,isties of organisms, and socioeconomic
organizations, which will be defined to includeigmnations and national economfes.

The agents' behaviors have two possibly interdegren but logically distinct
dimensionsassociative, which implies how, when self-organizing, theyesgively
interconnect and find their positions, and thusosnthe interactor with a specific form; and
operational, which implies how, in these positions, they speally function (operate), and
thus endow the interactor with specific behaviors.

A crystal and a computer are two extreme exampigs|ving agents that are active
only in one of these dimensions. The atoms or cudés that are self-organizing into a
crystal are often active only associatively. Whsntemperature and the pressure are right,
they selectively interconnect and find their pasi, but may do little after that. In contrast,
the electronic agents of today's computers argeaotily operationally. They perform
possibly complex logical and arithmetical operagidout their positions and interconnections
must be established exogenously — wired or printad they would be unable to interconnect

and find their positions by themselves.

® Instead of "interactors," such entities are sames termed "systems." But there are two goodorea
avoid this term: it is too general, employed inywerany different meanings, which may cause confysand, as
its classical definition is "a collection of giv@arts interconnected in given ways," it is not veeiited for
denoting variably organized entities, in which btith parts and the interconnections may change. tarm
"interactor"was originally coined by Hull (1980) ¢@note an organism ("phenotype"), and is now ygethis
meaning, in many biological essays, including HK-GIB present generalization extends this origmahning
both downwards, to parts of organisms, and upwaodsycieties of organisms.
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To visualize the general case of agents actimih dimensions, imagine a futuristic
computer, whose parts not only operate, but moressiéassemble (self-organize). To
construct such a computer, it suffices to prodteendividual parts endowed with suitable
associative and operational behaviors, endow thgégmemough energy, and let them free to
seek their partners, establish connections witmitaand thus finish the construction all by
themselves. If their behaviors are sophisticatemigh, they may even be able to adapt and
develop the construction in response to certaintsyfrom environments and/or in function of
their own searching, experimenting, and innovatimpis case is important to grasp, as it is of
such agents that both organisms and societies ae.m

In economics, this case is still only little exfd. Perhaps the closest reference is
Hayek's (1973) view of spontaneous orders formeihdhyiduals following certain common
rules of conduct. But there are three differend@ae is the distinction between the
individuals' associative and operational behavimrade here, but not by Hayek, and another
is the sharp distinction between spontaneous ofttards") and purposeful organizations
("nomos"), made by Hayek, but not here. As wilttmme clear below, SGD admits that a
spontaneous order may evolve into an organizattoowdevelops an objective (purpose) of
its own, while much of an organization may growiatspontaneous order escaping the
control and deviating from the purposes of its fengs).

A third difference concerns the issue of centedian vs. decentralization.
Spontaneous orders are often associated with datieation and equality of influences, and
thus opposed to central control. In contrast, S@mits that self-organizing may not be very
egalitarian, nor the functioning of the self-orgaad interactors very decentralized. Even if
all the agents involved are both associatively @merationally active, some of them — such as
enzymes among macromolecules, stem cells amorgy aalil entrepreneurs among economic
agents — may contribute to the self-organizing nmoe than others; and some of them —
such as neurons in organisms, chiefs of primitiNes, and policy-makers in developed
economies — may influence the functioning much ntioa@ others. Interestingly, neither the
inequalities of influences nor the most influentigents need be the same during the self-
organizing and during the functioning. For ins@ne largely decentralized self-organizing
may produce a highly structured hierarchy of fumeal control — as can be illustrated by the
self-organizing (embryogeny) of organisms with aitor

Outside economics, self-organizing — more usualied "self-organization” (although

this term expresses less well that this is a pgy@ew not a state) — has been the topic of a
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rapidly growing and ramifying literature With much of it, however, SGD has only distant
relations. While self-organizing has often beesspnted as a highly complex, possibly
chaotic, and in any case difficult to understamacpss, SGD brings to light its relatively
simple basic principles, that too much attentioriggossible complexity often appears to
obscure — namely, that this is a process run l& afsagents which, in function of their
internal abilities and external conditions, selsslly associate and thus form orderly
structured larger interactors.

What may cause complications is that the agesssicating may be long, repeatedly
tentative, and possibly never stabilizing. Theragenay try and then reject different
interconnections, be assigned and then demoteddiifenent positions, and some may even
leave or be ousted, while new agents may be joinfkgy of this may indeed cause difficult
to understand complexity, instability and possien chaos. But the importance of such
difficulties must not be overestimated. In mosthef most interesting interactors — including
organisms, economies and societies — the self-aiggrof their agents typically displays
important regularities that endow them with relalystable features, possible to understand
as due to the agents' associative behaviors, iimgude ways in which the agents respond to
each other and to their environments.

The key role of associative behaviors deserve asiph It was insufficient attention to
them that made it possible to present self-orgaéioizas a quasi-miraculous paradox
violating the Second Law of Thermodynamics (Prigegand Stengers, 1984). The paradox
rapidly disappears when it is realized that thig imabout interactions of associatively non-
selective agents — chemically inert gas molecuiten exemplified by "billiard balls" —
while in both organisms and societies, self-orgagiagents are typically associatively
selective — to begin with the different chemicdiraties of atoms and molecules. Such
agents often only need the right environmental @@ — such as the right temperature and
pressure — to self-organize into highly orderedgtiest While favorable environmental
conditions are necessary, they are only auxiliaityis-not on them, but on the intrinsic
associative behaviors of the agents that the reguitder most fundamentally depends.

Another difference from much of the self-organiaatiterature is that SGD also pays
attention to what happens "after.” While many snid of self-organizing only consider the
possibly admirable forms that certain self-orgargzagents can be shown to produce, SGD
also follows how these forms will function and yerh.

” For an excellent introductory sample, see thiectbn of studies in Camazine et al. (2001). Bpshthe most
points of agreement with SGD can be found in Dauffsathcoming).
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As will become clear in Section 6, to pay propgeration to both the self-organizing
and the functioning of the self-organized entitseparticularly important in search of
understanding of complex multilevel interactorsisiwill indeed prove to be the only way
clearly to grasp the entire chains of effects ftbebehaviors of small individual agents to
the behaviors of the large interactors into whiwh dgents through several organization levels
self-organize and which they consequently maketifone- perhaps the most interesting and
most challenging example being the chains thatfiead the genomic instructing of specific

proteins and RNA-regulators to the form and theavadrs of entire human individuals.

4 |nstruction-based behaviorsand doubly instructed agents
Following the basic logic of information processis§sD defines all behaviors, of both
agents and interactors, as instruction-based. &/bBatn agent or an interactor does is
attributed to some instructions that guide it tessdpand that are stored in some memory
belonging to it . This generalizes the increasiraglopted view that all human mental
processes, including economic decisionmaking, meedertain sense program-ba&ed.
What makes the term "instructing” particularlytable for uses in generalizations is
the breadth of its possible interpretations — fsinct programming, forcing its users to

follow narrowly specified routines, to broad coastts ("rules-of-the-game," "negative
rules"), determining ranges of permissible behavyiasithin which the users are free to
choose their actual behaviors. But note thatim¢hse they must also be instructed, from
another source, on how to use this freedom. Fdynthe constraint-interpretation suffices,
for it may be seen to include programming as theeexe in which the constraints make the
permissible range so narrow that the agents acedaio follow specific routines.

To see that this term also applies to human ment&lesses, without reducing humans
to mechanistic automata, it is important to realizd instructing may also concern, and is
needed for: (i) responding to inputs from environtsgincluding fellow agents; (ii)
modifying actual instructing by learning; and (@xperimenting by imperfectly informed
(probabilistic, more or less random) trials togethéh systematic elimination of what the
instructing defines as errors. Instructing (i) mskhe agent responsive, (i) makes it adaptive,

and (iii) makes it creative and innovative — oleaist able to proceed, and not get stuck, in

8 For particularly clear expositions of this viesee Holland (1995), Cosmides and Tooby (1997) Mamberg
(2004). The present generalization replacesdim tprogramming” by the broader "instructing,”" axdends
attention from the behaviors of humans to the bielhs of agents and interactors of any nature.
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absence of important informatidn.

Note that even behaviors with such advanced featas "intentionality” and
"consciousness” may, and indeed must, be instrucited former by instructions for how to
value the outcomes expected and/or obtained —lggpssipressed in terms of norms,
preferences, or objective functions — together wigitruction for guiding actions towards
obtaining more valued outcomes. Consciousnesssrtegher-level instructions for how to
observe and guide, more or less incompletely ameifactly, the uses of lower-level
instructions for controlling actions.

The main point of all this is that at any momehég actual behaviors of all agents and
interactrors — including their receiving, using aedponding to inputs from environments,
learning and adapting, and creating and innovatiage implied by their actual instructing.
This also means that they must be recognized unaldle anything for which they lack
instructions.

This raises the question of where the instruabihgn agent-interactor may come from.
SGD divides its sources into three types: initisltiucting, external instructing, and own
learning from acquired data ("experience”). No& in terms of the classical "nature vs.
nurture" debate, initial instructing correspondsrtature,” and external instructing together
with acquired data, to "nurturé®”

In a first approximation, the actual instructingyrsimply be viewed as an amorphous
mix to which the different sources may have conted in differenuantitative proportions.
But this view is not very enlightening, althoughnmygarticipants of the "nature vs. nurture”
debate appear satisfied with it. For full clarityis necessary to understand gheicture of
this mix, in particular the ways in which differesdurces may or must cooperate, and thus
condition each other's possibilities to contribiaté.

The key to this understanding is an elementarynbtialways fully realized principle
of all information processingio information can be understood and effectively used without
pre-existing information on how to do so. This implies that an agent may receive and gut t
effective uses new external information, includexgernal instructions, only in those ways
that its actual instructing allows it to follow.

This principle has three important consequené&ast, only a limited — and possibly

° Note that agents that are instructed, and thezefble, to take in certain situations random (laee,
arbitrary) steps cannot be reduced to determiai$gievorking Turing machines. This is also whyyheeed not
come to a stop in choices among equally preferratienutually exclusive alternatives — as opposetthé
proverbial Buridan's ass that starved to death detvtwo equally distant and equally attractive Bezfhay.

19 Computer uses may find it helpful to comparettitee sources to of the initially given hardwahe, added
software, and the input data that determine thaahtiehavior of a computer.
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even empty — subset of an agent's actual instgiatiay be of external origins. Thus, an
agent's behaviors may be based only on its init&tucting — this may be complete and
closed, like the one of a clockwork automaton —rmitonly on external one.

Second, how any external instructions given tagent at a certain moment may
effectively influence its behaviors depends on, isnzbnstrained by, its actual instructing at
that moment. Thus, external and actual instruadimgot simply sum up: the former cannot
directly put in what the latter may be missing -ether words, the former is no substitute for
the latter. On the contrary, extensive and sojghistd external instructing, to be received and
effectively followed, requires extensive and soptiged actual instructint.

The third consequence concerns the fundamentabfdhe initial instructing, which is
not always properly appreciated, especially in &gérat this instructing endows with
extensive learning and meta-learning abilities siacutely exemplified by human brains.
The reason for this lack of appreciation appeaistthat the actual instructing of such agents
makes them increasingly able to use increasing ataaif external instructions and data for
continuously and extensively developing itself.tekfa while, the accumulated contributions
of all the external information to this developmardyquantitatively far exceed the
contributions of the initial instructing, which méyus appear increasingly negligible.

Intellectual effort may therefore be needed tdizedhat the initial instructing is and
remainsstructurally fundamental. This can be done by anatomizingléwelopment of
actual instructing into a sequence of stages, wiiiereontributions of external instructing
and data may eventually become overwhelming, berg/bach stage depends on, and is
limited by, the actual instructing elaborated taduring the preceding stages. This makes it
easy to see that any such multistage process raustdome initially pre-instructed beginning
— its stage "one" — without which it could not s&md by which its entire development,
however rich and ramified it might become, is ulitely constrained. As external inputs and
learning may only be used in actually instructegsyahey may start contributing only from
stage "two," after the first instructions for usihigm have been installed. Initial instructing
must therefore precede and be independent of tread information. This is the prime
ingredient that is needed to allow any developnogéactual instructing to start, and that sets

limits to what this development, in the most ideavironments, may possibly achie\e.

1 To see why, it may be helpful to think that pmogmable computers must contain more internal iosirg —
the more so, the more extensive their programntglislito be — than single-purpose computers.

12 For human brains, this logical implication iscatorroborated empirically: while their developmemty
increasingly depend on environmental stimuli, gé&nomic instructions alone that guide the fornratibthe
first neuronal interconnections. At this initiadhge, environments may only disturb or disrupt,rmttguide.
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To correspond to the two dimensions of agentsatens, instructing is also seen to
have its associative and operational dimensiorgenss that are both self-organizing into,
and functioning within, an interactor may therefbeeseen as "doubly instructed" —
associatively, to know how to interconnect and fineir positions when self-organizing; and
operationally, to know how to act and interact friimase positions.

While the two dimensions may overlap, as someaijpgy instructions may also affect
self-organizing and vice versa, distinguishing themossible and often helpful. This appears
to be the only way clearly to understand the aboestioned and below-examined chains of
effects from the instructing of individual agemsthe form and the behaviors of the possibly
complex interactors into which the agents self-nizrand which they make function. To
see the agents equipped with two different typaasifuctions — how to find their positions
in the interactor, and how to operate in the posgifound — helps to organize the study of
such chains, and to realize why they often aref§ioudt to understand and actually follow.
Namely, the two types of instructing may largelyil@ependent, containing little information
about each other. Observing how agents self-ozganforms about their associative
instructing, but may leave in obscurity the openadi one. It may be as if they kept the latter
in sealed envelopes that they will not open uhgirtself-organizing has sufficiently
advanced to determine their first operating posgio

Note that such obscurity is a predicament alréadghemists: while the associative
instructing of all atoms is rather well known fraheir chemical valences and affinities, and
the structures of the molecules into which différ&oms may self-organize are therefore
relatively easy to foresee, it is much more difiti¢a foresee how the atoms will interact
within the molecules, and how these will conseqydrghave. Emphatically, however, such
obscurity is only a problem for external observersether it is clear to them or not, the
double instructing of associatively and operatignattive agents must in a certain sense
exist and have definite effects, which may be togimly significant and far-reaching — as in
the above-mentioned example of the DNA instructohondividual proteins and RNA-

regulators that significantly affects the form dahd behaviors of entire multicellular

Intuition may be helped by thinking of the seeaddérge tree that is also quantitavely negligilt, structually
crucial: it is needed to allow the tree to stargtow, and it implies the maximum size and ramifma which
this growing may possibly attain. While this cdrovates the way in which the "nature vs. nurtu@itoversy
is explained by Ridley (2003), the title of his lgde implied to be a misnomer: as all the ways tigfowhich
environments — the "nurture” — may help to devéloman minds must start with a suitable geneticuting —
the "nature" — the correct title appears to be tithervia Nature," and not the other way round.
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organisms, and, for the social ones, also theieties!?

5 Successcriteria and instruction bases of interactors

To understand the behaviors of both agents andhrttes, it is often helpful and sometimes
necessary to consider them subject to certain ssazéeria, which may be divided between
internal and external. The former correspond éodbjective(s) that an agent-interactor
pursues, or may be seen to pursue — possibly esqatéis terms of a preference ordering or an
objective function that it may be seen strivingdenvarious external and internal constraints,
to maximize. Whether it does so "intentionallys"aan be said about a human, or only "as
if," as can be said about a goal-seeking robdtere unimportant. Both can be understood as
guided by instructions in which some internal sssogriteria (objectives, norms) are
encoded. Seen from outside, the two may therdfereonsidered formally equivalefft.

The external success criteria may be thought tfi@se of "fitness," "survival," or
"sustainability.” They value agents-interactonstfeeir abilities to deal with their
environments to obtain the resources, includingrmition, that the agents-interactors need
for maintaining their form and function. For a mHalgent interactor, the external criteria also
include demands on its internal cohesion: it masalie to keep its constituent agents
sufficiently together, self-organizing, operatingdanteracting in ways that allow it to meet
all of the external criteria.

A priori, there is no guarantee that all the dif& success criteria concerning an
interactor and its agents are in harmony. It meyplen that an agent's internal goal-seeking
works against the external success both of itselfad the interactor to which it belongs, and
on whose success its own success may thus alsadie# it may promote its own external
success in the short run in a way that undermimegxternal success of its interactor, and
thus also undermines its own existence, in the fang

To illustrate, consider that the objectives pudsbg human individuals may conflict
with the objectives of both their cells, especidihese turn cancerous, and their economy.
This may behave as if stubbornly pursuing somenbyntunwanted objectives, such as low

growth and high unemployment, while their purstdith@ir individual objectives may harm it,

13 Note that the notion of instructed self-organizinvolves an even deeper hidden order than the@bne
adaptive rule-following behaviors exposed by Halldh995). In present terms, this only hides thairth of
behavioral instructions and instructions for chagghese instruction that produce observable adapti
behaviors, comparable to an already assembled demmpogram. But underneath is hidden the instdiself-
organizing by which all these chains of instructidvave been properly assembled, from their elemeptats,
without any superoior intructor (programmer).

14" A clear explanation of this equivalence is in Warg (2004).
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such as not contributing enough to the supply oéven detracting from, some of its essential
common goods.

To allow a multi-agent interactor to keep meetatigf its external success criteria, a
certain minimum harmony between these and allriteznial and external success criteria of
its agents is therefore necessary. An economigtsag that the interactor must contain
reasonably efficient solutions of its incentive lgems.

Moreover — and this what economists still ofteertmok, wishfully assuming to be
always the case — the interactor must also congaisonably efficient solutions of its
competence problems, to make sure that the ageatsufficiently instructed (competent,
rational) for their positions, in order actuallygocceed, according to such harmonized
success criteria, and thus allow it to succeedddmer's (1983) words, the interactor must
also be able to prevent its agents from causirad fabmpetence-difficulty gaps.”

If these problems have a solution, this must hhgdorm of agents' instructing. The
agents of a successful interactor, or at leasffecigmt proportion of them, must be so
suitably instructed that they can do, during tiseif-organizing and operating, all that the
interactor's success requires. But what instrg¢iirany, may be so suitable depends both on
the abilities of the agents, as implied by thetuatinstructing, and on the severity of the
environments. Three cases are important to disshg

(1) Successimpossible: The environments are so harsh in relation tcathents'
abilities that no instructing can allow the agdntform successful interactors, and possibly
no organized interactors at all.

(2) Always success. The environments are so hospitable and the agénetsdy so
suitably instructed that organized interactorsfoam, and all are successful.

(3) Success possible but rare: The environments are sufficiently hospitablethsat
organized interactors can form, but the agentsahatstructing is insufficient, so that only
some of these interactors would be successful. ageats therefore need suitable additional
instructing to guide them to form and operate @ugne of the successful interactors, while
excluding all of the failing ones. The relativelyarcer the successful interactors are, the
more extensive (informationally rich) the additibimestructing must be. Importantly, the
agents' actual instructing, although insufficiesttthe self-organizing and operating of a
successful interactor, must nevertheless sufficeeiteiving and adopting the needed
additional instructing. Thus, for reasons expldimethe previous section, they cannot be
informationally empty "blank slates.” If the nedd®dditional instructing must be extensive

and sophisticated, their preexisting actual insiingcmust be correspondingly so.
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Only cases (2) and (3) are here of interest. Thmsg the question is of the sources of
the suitable instructing, including the actualignting of the agents, and in case (3), the
additional instructing common to the interactomother question then is, how can the
additional instructing be expressed, stored, afet®fely added to the agents' actual
instructing?

It is for dealing with these questions that SGibaduces and makes central the
general notion of "instruction base" — definedrasdollection (logical sum) of all the
additional instructions needed by a set of agentsder to self-organize into, and operate
within, a successful interactor. This appearsa®®D’'s main novelty.

Logically, instruction bases are properties oéiattors. Materially, however, it is
possible that they do not exist in another forrmttspersed in the memories of the
interactors' agents, as a kind of the agents' camgood. If the agents of an interactor are
differently specialized, its instruction base mawpt@in correspondingly specialized parts,
while other parts may be common to several, or eéMespecializations. The agents may then
have to store and use only those parts that areanet to their specialization — although they
may also store the entire instruction base, artdkgesp the for them irrelevant parts silent.

The instruction base of an interactor has twartitve features: relative stability, and
the nature of information. While the interactorynathin certain limits flexibly change — its
agents may entry or exit, modify their interconmat$, and change their behaviors — its
instruction base may remain constant, and thusigeedtre needed rigidity that must underlie,
as Hofstadter (1979) made it particularly cleaerg\lexibility. And while the forming and
functioning of an interactor typically require stdogtial amounts of materials and energy, the
essence of its instruction base is informationthéddgh some materials and energy are also
needed for its storage and uses, they are secormeigally the same materials and energy
may be used for the storing and using of a gred¢tyeof different instruction bases,
belonging to a great variety of different kindsp@sies"”) of interactors. It is the information
contents of instruction bases that makes the éifiez, and is therefore primary.

Returning to the question of what is the ultimgdearce of suitable instructing, it has
two conceivable answers: (1) an initially instrut{enformed) exogenous interactor —
possibly called "organizer" or "creator”; or (2Darwinian evolution, which can be viewed as
a trial-and-error search consisting of uninformeshdom, blind) trials that at first forms any
feasible interactors, rejects the failing ones, seldctively preserves the instructing that
happened to lead to successful ones.

To some extent, the two answers may mix. The exogs organizer may be informed
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only imperfectly, and thus produce only parts & tieeded instructing, while having to run a
Darwinian trial-and-error search process for praaigithe rest. In this case the trials are not
entirely blind, but, depending on the limits of trganizer's information, only more or less
incompletely informed. Such an imperfectly infon@arganizer running a such a limited
Darwinian process may suitably be called "experiteeh

In sufficiently complex interactors consistingsaffficiently complex agents such
limited Darwinian processes producing additionatriactions and other new information,
may also be conducted endogenously by some ohteector's agents, as an integral part of
their self-organizing and/or operating. Examplesthe experimental production of
immunological defenses (antibodies) in organismd,tae experimental creation of firms and
introduction of new technologies in economies. 8uth endogenous Darwinian
experimenting cannot belong to the ultimate souragsnts can run it only in those ways and
to that extent for which they have been previoustyructed. The question concerns the
ultimate origins of all of their instructing, inaing the one for any limited Darwinian
experimenting that they might be able to conduct.

For this question, virtually all od today's bioistg and most of social scientists only
admit pure (2): full-fledged Darwinian evolution igh need not, and leaves no room for, any
pre-informed (intelligent) exogenous organizer.this variant, the central position of
instruction bases is particularly clear. They ¢uate the central divide that splits the genesis
of successful interactors into two types of stagigshe production of the needed additional
instructing by Darwinian trial-and-error evoluticamd (1) the use of the instructing produced
during the actual forming of specific interactoSGD labels (1) as "general phylogeny" or
"evolution proper," and (ll) as "general ontogeony"development.”

No deep knowledge of biology is needed to seeltimdgical phylogeny and
ontogeny are indeed special cases of the geneylgeny and ontogeny, and that the
genomes of organisms are special cases of thedtisin bases of interactors. Butin SGD,
the distance between the general notions andhfwagical versions is greater than in
existing variants of GD. In particular, there Hreee features of biological phylogeny and
ontogeny for which generalizations have been squghtthat SGD leaves aside as too
biology-specific.

One concerns the speed difference between therwoesses. Biological phylogeny is
so much slower than biological ontogeny that eagamsm can usually keep its genome
constant during its entire development from conoapib death. In contrast, general

ontogeny and phylogeny — and, as considered in oeteel below, also their socioeconomic

22



versions — may proceed at more comparable speedishas often overlap. An interactor's
instruction base may suddenly change (evolve) lmfgre its development is finished, and
then force the development to continue, from thealstate attained under the old instruction
base, by following a new trajectory implied by tihewv base.

Another too biology-specific feature is the Weismdarrier that prevents outcomes of
biological ontogeny from contributing to biologigathylogeny — best known for excluding
inheritance of acquired (learned) abilities, asnoéad to exist, but never irrefutably
demonstrated, by advocates of Lamarckism. In g&éneowever, contributions of outcomes
of ontogeny to phylogeny cannot be excluded, armbaioeconomic evolution, as considered
in Sections 7 and 8 below, they must be admitted.

The third too biology-specific feature is the mggneration replicating of (parts of)
genomes, necessitated by the relative fragilitgioEhemical memories. It is because of this
fragility that the instruction bases of successfiglanisms, to be preserved over long periods
of time, require a series of generations of intenac where offspring are repeatedly formed
from scratch, receiving, applying, and if necessamyecting, the instructions of their parent's
genomes. But in general, instruction bases maynggeories of more reliable kinds which
makes their inter-generation replicating unnecgssbor example, although socioeconomic
organization may sometimes also use inter-generagiplicating — such as the founding of a
new tribe by emigrants from an existing tribe, leg pin-off of a new firm by employees
leaving an existing firm — this is not typical. Btumore often they lack offspring, and
instead last and evolve or dissolve as childlesgles.

Only one kind of replicating can be generalizb@: one among the agents of the same
interactor. In an interactor of any nature, itstinction base must be sufficiently replicated
among its agents, to provide them with all thevate additional instructions that they need
for making the interactor successful. This kindeylicating may be denoted as "intra-
interactor.” A problem may be that there may &leseveral generation of agents within one
interactor — such as several generations of ceéllsmone organism, and several generations
of individuals within one society. It is therefareportant to identify the interactors whose
evolution is being studied, and clearly distinguiséir generations, if any, from the
generations of their agents. What is here defasetinter-generation replicating,” found too

biology-specific, and therefore excluded from S@bncerns the interactors' generations.

15 As noted in the introduction, SGD thus agrees Wiélson and Winter (1982), who understand thetgia
of economies as containing elements of Lamarck#srd,not with Hodgson and Knudsen (2007), who reject
Lamarckism in all of its applications.
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Note the importance, for each evolutionary studycarefully distinguishing which
kind of replicating may be generalized, and whiole cannot. To insist on finding
meaningful socioeconomic counterparts to all tmeefions that "replicating” and "replicators"
perform in biology is bound to cause confusion, ar&y unjustly discredit Darwinism as
entirely unsuitable for studies of socioecononvigletion.

While the three differences from biology are intpat to keep in mind, in order not to
exaggerate similarities and thus discredit theremgeneralization enterprise, it is nevertheless
the similarities that matter most. An importardtiee that the general and the biological
versions of phylogeny and ontogeny have in comrsdhat they significantly differ in inertia
— in other words, in their possibilities to adnapid radical changes. During phylogeny,
instruction bases may remain stable for long permfdime, yet possibly change quite
suddenly, by "shocks" or "punctuations.” In costr#he consequent changes of the
interactor's form and function during their ontogemust be gradual, needing substantial time
to unfold. To recall, instruction bases are piemfeaformation, whose symbols can change
swiftly, whereas agents and interactors are moagilye'material,” and thus need more time
to realize any changes.

Note that all this helps to settle the long-stagdiunits of selection” controversy.
While the actually developed successful interaateay be much more visible and tangible
than their instruction bases, SGD makes it cleairiths these potentially stable bases, and
not the inevitably more variable and possibly shelived interactors, that constitute the
lasting output of evolution. This reduces the ooversy to the size of the units of selection —
in biology, to whether they may be single genesnost encompass larger segments of
genomes. But whatever their size, the units nagichlly, only be parts of the instruction
bases that can repeatedly guide certain typesearitagn certain types of environments to
self-organize into, and operate within, succedstglractors — and not the interactors

themselves.

6 Instruction bases of multilevel interactors
To complete the building of SGD, it remains to Bplained how it can decompose complex
interactors into hierarchies of simpler single-lemees, along the lines of Simon's (1969)
elegant view of the architecture of complexity.

The first step is to identify for all the interacs involved the relevant instruction

bases. This means to establish, next to the bleyaf agents-interactors, the corresponding
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hierarchy of instruction bases. Two facts are irtgpt to realize. First, the two hierarchies
do not mix. To recall, instruction bases consigtieces of information, whereas interactos
are "material bodies" that actually form, develop &unction. To be sure, instruction bases
are integral parts of their interactors, and muictine latter may have to be used for realizing
and preserving the former — perhaps most extremeliyuses, which are only little more

than realizations of their instruction bases (RNexgmes). But conceptually, the two remain
sharply distinct.

Second, the two hierarchies may contain differembber of levels that need not
correspond to each other. Agents of some levadskis to how they have been formed by
their agents of lower levels, may already havéralinstructions they need to form successful
interactors. For them, the relevant instructiosebia the one of the lower-level agents. At
their own level, no additional instruction bas@éxessary, and often possible. Recalling the
three cases of conditions for the forming of susfiésnteractors, such levels belong to case
(2) — "(nearly) always success." Only levels thelbng to case (3) — "success possible but
rare" — need instruction bases of their own.

In an extreme, the hierarchy of instruction basag contain only one level, for the
first level of interactors. These may be so algv@structed that they give rise to several
higher levels of increasingly complex interactdrattwill all be so well instructed for their
self-organizing and operating that they can alwags at least sufficiently often — be
successful, with no need, nor room, for any higbeeel instruction base.

Despite its extremity, this case is in fact mashmon, comprehending a vast majority
of life on Earth. Among the very few exceptiortge tnost prominent one, on which more
below, is the case of humans and their societibsrevtwo or more levels of instructions
bases are both possible and necessary. But redbofiythe other species, even the social
ones, repose on instruction bases of only one levdlle DNA instructing of the synthesis of
their proteins and RNA regulators. The biologicééractors of all the higher levels unfold
from there as a cascade of "sufficiently often sgses.” For most of the social species, this
includes even their societies — corresponding tatitawkins (1982) evocatively termed
"extended phenotypes.”

At this point, it is useful to recall and emphasikat SGD is no ally of the naive
genetic determinism. A successful interactor isalmmed fully determined by its instruction
base: this is admitted to accord extensive roletaronmental influences. As Section 4
made it clear, instructions need not determinecthese of events directly and

unconditionally, but may only specify how to resgddn a certain repertory of inputs from
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environments and adapt actions and behaviors setin@uts. SGD thus fully admits that
successful interactors may, and often must, largelghaped by their environments. And, as
interactors of increasingly higher levels may ba@asingly complex, they may also develop
increasingly sophisticated ways of adapting torteevironments, and possibly even adapting
the environments to themselves.

On the other hand — and this is equally usefuétall and emphasize — while
instruction bases are far from fully determining ttevelopment of their possibly multilevel
interactors, they nevertheless impose hard constran what this development, in the most
ideal environments, can achieve. Quantitativedyexplained, environments may contribute
to the forming and functioning of an interactor faore than its instruction base, yet this
remains structurally crucial: they cannot contrébatore than this base permits them to do.
Note that this is true even for a sophisticatettuasion base that permits environments also
to contribute to the development of the ways f@irtfuture contributions. The permission is
then only indirect, but not softer: the base digecbnstrains this development, which in turn
constrains the contributions.

But all of this is only one part of the multilevabry. While the effects of instruction
bases may thus be more or less direct or india@ct,may span over a more or less large
number of levels in agents-interactors hierarchiesy all go in the same bottom-up direction.
What must also be considered is that there maygbédisant top-down effects: an interactor
may be influencing (shaping, conditioning) the faand/or the behavior of its agents, over
and above what all of its instruction bases may Tee often discussed conditioning of
individuals by their society, and of cells by therganism, with the resulting differentiation
and specialization of the conditioned agents, arbaps the clearest examples. The existence
of top-down effects is particularly clear in th@loigical example: since all of the
differentiated cells started with exactly the sam#al instructing, there is no other
explanation why they have become so different. tNdbrget the possibilities of top-down
effects and clearly show their place in SGD is intgat not only because they often matter,
but also for definitely dispelling all suspiciorathlSGD might be naively reductionist, unable
to take them into account

Top-down effects of interactors on their agen&siadeed important both in reality and
in scientific research, where they were often ngngimuch more attention than the bottom-
up influences of instruction bases on their interec For instance, many social scientists
used to concentrate so much on how individualeanelitioned by society, that they

neglected to examine how society is formed by imldigls. That this forming might further
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depend on human genomic instructing ("human natuva$ nearly always ignored or even
denied!® Top-down influences were also misused in arguseyiing to refute reductionism
and prove holism.

SGD puts things right by bringing to light two iompant, but often overlooked points.
First, top-down influences may only be secondaryhe sense that the influencing interactor
must first be formed and to a certain minimum et®veloped bottom-up by some of its
initially instructed agents, before it may stareteert any top-down influences on them. In
other words, top-down influences may only emerge teedback reply to bottom-up
influences.

Why this has not always been clearly seen map&iein the most interesting
interactors — such as multicellular organisms amtdn societies — most of the top-down
influences may affect other agents than the autbionsost of the bottom-up influences. If an
interactor lasts over several generations of ientgy then most of the bottom-up influences
may be produced by a few initial generations, wkiteng top-down influences continue to
work even for later generations. Superficial obsees who only consider some of these may
thus be fooled into believing that only top-dowfuences matter.

Second, top-down influences may only work withragehat are sufficiently
sophisticated to let themselves be influenced.aBlethey cannot do much if the agents'
behaviors are rigid, with no inputs for them. Tieiads back to the instruction bases, on
which the agents' sophistication depends: by camstig what the agents may possibly
achieve they also constrain how and to what exttenagents may be conditioned by top-
down influences of any higher-level interactorsotédthat these constraints are germane to
those on how the agents may be influenced by emwviemts: an interactor's top-down
influences may indeed be described in terms of wghaften called "internal environment,”
consisting of the influences that its agents esenrtach other.

All of this confirms that instruction bases remaéntral even in multilevel interactors.
Each of their levels implies guidance and constsdior possibly several higher levels,
including the uses of inputs from external andrimi&environments (top-down effects), and
the possibilities of admitting instruction basegh# higher level(s).

The constraint on higher-level instruction basesedves particular attention. This can
explain why, in the evolution of life, the use aigle-level of instruction bases is so
widespread and their higher levels so exceptioAalexplained in Section 5, any additional

% Prominent examples of the pioneers startingke tae genomically (evolutionarily) determined huma
nature into account are Cosmides and Tooby (1983 Pinker (2001).
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instructing requires agents whose internal insiingas so highly sophisticated that it allows
them to receive, internalize, and actually follogdd#@ional instructions. The scarcity of
higher-level instruction bases thus follows frora #tarcity of such highly sophisticated
organisms.

A simple comparison of ants with humans may helplarify this point and provide a
convenient introduction to the rest of this pamér Pelikan, 2003b). Both species are social
as their DNA instruction bases instruct them té-egjanize (in usual environments) into
societies. But the DNA instructing of ants alséfisiently specifies the form of their society,
so that they need not, and would be unable toarsehigher-level instruction base. In
contrast, the DNA instructing of humans only detsra broad variety of their possible
societies, that they might potentially form andvtaich they might adapt, without specifying
which of these societies actually to realize. Bsthistory has many times demonstrated, far
from all of these societies may lastingly be susfidgviable, sustainable). In other words,
this is (at best) a case of "success possibledef'rfor which some additional instruction
base or bases are indeed necessary. Thus, imdtpeal/iding humans with a ready-made
instruction base of a successful society, their DNgtructing makes them sufficiently
sophisticated to be able to search for, and holyedigo find and adopt some higher-level
instruction base(s) for a successful human sotihetmselves, but without any guarantee of
success. This search is what SGD implies is tivindrforce of socioeconomic evolution, the

topic of the rest of this paper.

7 Ingtitutions astheinstruction basesin socioeconomic evolution

In search of socioeconomic applications of SGD fitilsé task is to define the corresponding
meaning of the three key notions: the smallest sgarteractors, and instruction bases. As
usual in today's social sciences, it is naturaetfine the smallest agents to be human
individuals. But, as opposed to some of thesenseg and in particular to many economic
theories, SGD excludes all simplifying and idealgzassumptions about their faculties — be it
perfect rationality, perfect responsibility, peitfeelfishness, extensive altruism, or sufficient
equality (homogeneity) that would allow all of thémbe represented by a single typical
individual. Not to get a distorted picture of sm®mtonomic evolution, it is necessary to build
on the faculties with which humans have actuallgrbendowed by the biological Darwinian
evolution. On this point, SGD agress with the @auity Hypothesis advanced by Witt

(2003, 2004) and Cordes (2006, 2007), and is opeew facts about these faculties, such as
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those sought by the evolutionary psychology follagCosmides and Tooby (1997).

But without waiting for more detailed discoveri&SD can proceed and make
interesting inferences from a few simple "humandathat appear sufficiently obvious.
Three are of particular importance:

HF1: In each human society, there are significaatjiralities among the genomically
instructed ("inborn") basic learning abilities, afly called "talents," of its individuals.
Whether the distribution of different talents igmal ("bell curve"), as it often appears to be,
is not very important. What matters most is thagvery society, the very high talents that
may learn to create very high social value if digred, given the opportunity to develop and
put to productive uses, are scarce.

HF2: The true state of an individual's talents mayaftong time, if not forever,
remain hidden, and the individuals may commit narkess large errors, depending on the
actual development of their own talents, when jnddhe talents both of others and of
themselves.

HF3: The development of human inborn talents is &-papendent process that
consists of several layers of learning of learr(iimgeta-learning”). The development thus
depends on the entire history of the inputs amdudiireceived, with particular importance of
the early ones. It is on them that both the exaextthe direction of the development most
strongly depend.

These simple but essential facts have a few sirbplemportant implications. H1
implies that the most significant differences ambogian societies may be not in the
individual talents present — for instance, as mayndicated by differences between their
respective talent distributions ("bell curves")ut n the ways in which the talents present are
being selected, developed and employed. What nthlsesnplication important is that it
largely disconnects socioeconomic evolution froregilnle differences in genomic
endowments. Thus, in whatever sense some soamitgd be found inferior to other
societies, the leading hypothesis is that they Isafkered from unfortunate socioeconomic
evolution, and not from some genomic inferioritytloéir members.

H2 makes the problem of selecting, developingeffidiently employing the best
talents extremely difficult to solve. Neither theyr the best talents for recognizing them are
generally known, and no one's judgments aboutwbecin a priori be trusted. Many may
claim to know, but only a few may be right, andsthéew are also initially unknown. This
implies that there is no straightforward way toediiicient solution. In the best case, this can

only gradually be approached by a suitably shapaldand-error evolutionary process
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(Pelikan, 2007). In every society, the solvindgho$ problem is thus one of the tasks of its
socioeconomic evolution.

H3 implies that humans are genomically endowed etitormous cognitive potential,
but also causes high uncertainty about the dinecial the eventual outcomes of
socioeconomic evolution. Depending on early inpihts path-dependence of the multilevel
learning may cause human understanding explosigedyow, or on the contrary be blocked
by different kinds of ideological or religious bnarashing. It thus endows humans with the
potential to create and adapt to, at least in logtsun, a very large variety of societies, of
widely different economic performance and widelffaetent forms and degrees of individual
freedom, and leaves open the question of whictegpthis will actually be.

An important question for evolutionary psycholagywhether this enormous variety
of potential human societies may nevertheless baxwee genomic limits. Chomsky (1967),
who logically deduced the existence of a commonpgecally determined "universal
grammar" limiting the variety of human languagg®ailated that a similar "universal social
grammar" may also limit, in the long run, the varief human societies. His argument was,
in essence and in present terms, that only if hgrhane some genomically given need for
individual freedom, that can never be lastinglyeamhed, may they hope that socioeconomic
evolution will not end up with some highly maniptiN@ and oppressive societies.

Turning to the definition of socioeconomic intei@s, SGD logically includes in it all
groups of individuals of all sizes and all non-zdegrees of organization — from small tightly
organized families, tribes, workshops, firms andegoment bureaus, to more loosely
organized national economies, nations and mulonatiunions. The whole humanity,
however, is not included. To qualify as a socioeenic interactor, a group must have some
common instruction base, over and above the genendowment of homo sapiens, that
provides it with some non-zero degree of orgarirati

This definition departs from usual views by pugtumder one roof both purposefully
formed organizations and spontaneously orderee lsogieties — and thus effaces, as already
noted, Hayek's (1973) distinction between "nomasl 'daxis.” SGD simply reduces the
difference between the two to a matter of degrdeclwvmay be described as follows. In the
self-organizing and the functioning of any intecactlepending on its instruction base,
different agents may play differently importante®s| and may thus differently influence the
objectives that it pursues, or may be seen to pur3inese objectives, or what may be seen as
such, are always part of the interactor's emergiogerties, and may coincide only

imperfectly, if at all, with the objectives of anyits agents. In all socioeconomic interactors,
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some purposeful organizing and some spontaneoesiiogdin different proportions, may
thus always be seen at work.

Note that by starting with human individuals, s@@onomic applications of SGD are
joining methodological individualism, but by alsealing with organized groups and
societies, they dissociate themselves from alhtiee variants of this methodology in which
the existence of groups and societies is ignoretknied.

The definition of socioeconomic instruction basegploys a more usual notion, but in
a novel way. SGD implies, as mentioned, that tiséruiction bases of socioeconomic
interactors, including entire economies and sagsetare "institutions” in the sense of "rules-
constraints" or "rules-of-the-game" — as definedstitutional economics by North (1990)
and advocated for uses in evolutionary economid3diikan (1992, 2003a, 2003c).

As also mentioned, the institutions of socioecoitanteractors thus logically
correspond, through the general notion of instacbases, to the genomes of organism. But
this puts them in competition for this correspormewith two well-known alternatives:
"routines," proposed by Nelson and Winter (1982%aning the detailed procedures
(programs, algorithms) that determine step by 8teactual behaviors of economic agents,
and "memes" proposed by Dawkins (1976, 1982), megaany ideas that can spread (be
replicated) from mind to mind. In this competitjdmstitutions” can then be seen in the
middle: they form a subset of "memes," as somenbuall, memes also instruct human minds
on how to form and make function organizations sodeties, while "routines” form a subset
of theirs, as some, but not all institutions magbe&onstraining that they require the following
of specific routines.

The notion of "memes" a1y ideas that replicate thus turns out to be toodyratbest
corresponding to the entire genome of a multicatlokrganism, including all of the non-genic
and junk segments, but not to genes, which, intixhdio replicating, have the important task
of instructing the protein synthesis, and thus iallyccontribute to the organism's forming
and functioning. At the other extreme, the notdfiroutines" is too constraining, as many
parts of routines are specific to individual agerasher than common to an entire interactor.
In contrast, all agents of an interactor may sirasttutions as the rules of their "common
game," yet remain free to choose their idiosyncnafiys (“routines") for playing this game.
By allowing individuals to chose behaviors from armor less large sets of alternative
"routines," the notion of "institutions" accommoesithe crucial fact that intrinsic properties
of individuals matter (Pelikan, 2003c).

Institutions are also empirically more tangiblaritthe two alternatives. Memes are
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difficult to identify because of the enormous variand heterogeneity of the ideas that may
spread from mind to mind, many of which can hateyconsidered significant factors of
socioeconomic evolution. Routines are difficulidentify because large parts of theirs, as
Nelson and Winter point out, consist of tacit knegde. In contrast, many institutions can be
found as clearly written laws, regulations, or ¢thi&. Even the unwritten ones, such as
custom and other informal sociocultural norms, lsarfound extensively mapped by
ethnologists and organizational theorists.

With the role of the instruction bases of socigewuic interactors, institutions acquire
the privilege to split socioeconomic evolution ift®ontogenic and phylogenic stages.
Considering the changes of an socioeconomic int@rager time, the ontogenic stages
correspond to its development under its actuaituigins; and the phylogenic stages to the
evolution (possibly punctuated by radical reformshhese institutions.

It is now easy to see why SGD, to be applicabkomoeconomic evolution, must drop
the three above-mentioned features of biologicaiMasm: the great difference of speeds
between ontogeny and phylogeny, the Weismann bbaane the prime importance of
replicating. Although in a typical socioeconomiggractor, its institutions are relatively more
stable than its actual form that is being contirslpproduced and developed by the ongoing
self-organizing of its agents, they may nevertletdso change, and do so relatively more
often than the genomes of organisms. In particti@y may suddenly change (evolve) by a
formally legislated reform, or by an informal shoftsocial norms, while the development of
the interactor is going on. The development mhsh tswitch to a new trajectory as instructed
by the changed institutions, but must start fromabtual state attained under the old
institutions.

An instructive example is the transformation a fhiling socialist economies of
Eastern and Central Europe into more successfititiagpmarket economies. While much of
the institutional change could be sudden — in B&gtany, the formal institutions changed
overnight — the new institutions had to start witb mostly obsolete and wasteful firms and
industries developed under the socialist instingi¢cf. Pelikan, 1992).

Why the Weismann barrier cannot be maintainetasthe institutions of a typical
socioeconomic interactor are mostly made endogéydumsits own past and present agents,
which are human individuals with extensive abifitte learn — even if not perfectly and
lastingly — from past experience and errors. Withigetentative institutional changes that run
the socioeconomic phylogeny are far from fully imh@d, which means that future errors

cannot be avoided, they are not entirely randoimeyTmay be, and usually are, enlightened
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by what the individuals who contribute to realizihgm have learned from the successes and
failures of the institutions under which they liveshd possibly also of those that they could
observe from outside. This is clearly a Lamarcladhannel through which ontogenic
experience may influence phylogenic changes. @kains why, as noted, SGD agrees with
Nelson and Winter (1982) that economic evolutiory partly be Lamarckian, and opposes
the radical rejection of Lamarckism by Hodgson Enddsen (2007).

The key feature that the general ontogeny-phylpgistinction retains, after all these
departures from biological Darwinism, may be untterd as the distinction between playing
a game according to given rules, and making thesruThis distinction is logically clear even
if the game-players and the rule-makers are pardysame individuals, and even if they use
some of their experience from their playing foritliale-making.

Note that SGD, by promoting institutions to sugbri@ileged position, strengthens its
links to existing social sciences. On top of iwious links to evolutionary economics and
other strands of socioeconomic evolutionary theagizthis also links it to the rapidly
growing field of (new) institutional economics. &kvolutionary and institutional economists
who search for contacts with each other, rather émclose themselves in their own field,

may thus appreciate SGD as a helpful tool for $kerch.

8 New tasksfor new institutional economics

Institutions in the role of socioeconomic instroctibases increase the importance of
institutional economics, but they also impose additional tasks. First, as socioeconomic
interactors may form multilevel hierarchies, thoterrequires that "institutions" be defined as
a clearly structured multilevel notion.

For example, the institutions of a national ecopanust clearly by distinguished from
both the internal institutions of its firms and thepranational institutions of the economic
union to which it may belong, with clarification§ fwow the different levels of institutions
relate to each other. This means to clarify, eartational economy vs. its firms example: (i)
which of the national institutions, such as lawd aualtural norms, also apply to individuals
within firms; (ii) how the form of a firm's interh@stitutions, such as its formal governance
and informal culture, is constrained by nationatitutions; and (iii) which of these

institutions effectively exert these constraints;tsas the corporate law and the labor aw.

7 Note that for a long time it has not been vesachow the new institutional economics followingrtt
(1990) with the focus on institutions of entire romies is connected with the one following Williaang1985)

33



Second, in addition to the usual studies of te#ects on transaction costs and other
incentives, institutions must now also be studiedeators that both instruct, and are
produced by, socioeconomic evolution. This mearexamine how the actual institutions of
an interactor instruct its development ("socioecbiroontogeny"), and how they themselves
evolve over time ("socioeconomic phylogeny").

Of course, the effects on incentives remain ingodrt That individuals need the right
incentives in order properly to put to work thestfsorganizing and operating abilities is
undeniable — and may perhaps intuitively be contptoeghe need for the right energy levels
to make atoms and molecules realize their spedhigmical bonds. It is only that institutions
also influence the self-organizing and operatinggveors of individuals, and through them,
the forming and the functioning of their differesttcioeconomic interactors, in many other
more subtle ways, that must also be examined.

At this point, the notion of institutions as "relef-the-game" turns out to have another
important advantage: although under different narsegeral aspects of socioeconomic
ontogeny and phylogeny have already been studiegigting literatures. For ontogeny, this
is above all the evolutionary economics followinglddn and Winter (1982), who may be
seen to follow and elaborate Schumpeter's (1912/4R) view of economic development as
"creative destruction.” Although in this literagyinstitutions are rarely explicitly mentioned
(and if they are, usually not in the present sensis) possible to see them implicitly
involved. This economics may indeed be understzodealing with the development of an
economy, by means of innovations and structurahgés, mostly under the institutions of
standard capitalism — including private properghts, freedom of enterprise and the legal
framework of reasonably competitive markets. Aésgrio introduce into this economics the
notion of institutions explicitly as "rules-of-tlgame," and extend it to other types of
institutions — including different forms of socetn and different forms of government control
in capitalism — are in Pelikan (1988, 1992, 200 3).

It is instructive to note the likely reason whysthterature has been labeled
"evolutionary,” and why it contains so many refe@nto Darwinism, despite its dealing with
processes that are more logical to consider "depwadmtal,” and despite the fact that its grand
old man Schumpeter distanced himself from Darwihe reason appears to be that economic
development must often be highly experimental, esflg under capitalist market
institutions, generating broad varieties of impettieinformed trials (innovations),

with the focus on governance of firms. This conioecrequires a clear distinctinction between tbgorate
governance of one firm from the corporate law casing the forms of corporate governance foriath$.
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elimination of the inevitably large proportionsefors (failures, inefficiencies), and selection
of the usually small minority of true successeapeificially, this appears indeed much closer
to Darwinian phylogeny, with its varieties of ramlonutations and natural selection, than to
the much more informed ontogeny, which its genomstructing (enriched by the
genomically instructed inputs from, and adaptatim&nvironments) that appears to guide it
quite straightforwardly from an embryo to a welldmped adult organism.

But despite this large difference in the extengxgperimenting, economic development
under given institutions and biological ontogenyengiven genomes logically do
correspond to each other. Note that the differenag not even be as large as it might
appear. That economic development (or underderedap significantly depends on the
prevailing institutions, and may thus be considene@nsively "instructed" by them, is now
an increasingly recognized fact. On the other hhmdogical ontogeny is not always very
straightforward: it has been found often to comamnitl subsequently correct or eliminate
many errors.

The cause of the difference is important to realiZvhat ontogeny must achieve in
both cases is to make the agents self-organizeaintorking interactor where they assume
well-defined positions with well-defined links ta@h other. The ontogeny of a complex
interactor with differently specialized positionsdadifferently competent agents must
therefore solve the double problem of what econtsnaall "mechanism design™ and "job-
assignment," in order to match the contents andliffieulty of the positions with the abilities
of the agents. The main difference between thiegical and socioeconomic versions is that
the latter has many more degrees of freedom, argrittany more unknowns that it must
determine. Although in both cases, the agentselisas the tasks are heterogeneous, the
genomic instructing of biological ontogeny pre-detimes a much closer matching between
the two, and thus leaves less to be found by aral-error, than the institutional instructing of
economic development. But in biological ontogemgst of the different agents (from
proteins upwards) are in advance very specificgtigped for their specific tasks — much more
specifically than the five categories of babiestfa five levels of jobs in Huxley's (1932)
Brave New World! In economic development, in castr the talents of individuals, the
design of tasks, and the matching of the two, liaiially much more uncertain. With the
exception of primitive traditional societies, whér@dly any economic development takes
place, the institutional instructing together wittie initially largely unknown talents of
individuals remain far from determining their taskgny of which may first have to be

invented. Many more trials and errors may theeefave to be made before enough tasks are
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suitably both designed and assigned, and a wodgngomy formed.

There is another important reason why, despitel#nger extent of trial-and-error
experimenting, economic development under givetitit®ns corresponds to ontogeny, and
not to phylogeny. The crucial difference from phgény is in the character of the selection
by which errors are recognized and eliminatedphylogeny, this selection is "purely
natural” — that is, subject only to general natlaais. In both ontogeny and economic
development in contrast, it is subject to spea@tfiditional instructing, from genomes in
organisms, and from institutions in socioeconomgaaizations. Thus, contrary to what
some evolutionary economists appeared to belibeesdlection by market competition is not
"natural,” but significantly instructed (conditiaheby the prevailing institutions — such as
property rights, competition law and bankruptcy .laén important link between the two
levels of selection is that the natural one testfruction bases also for their instructing of the
internal selection: if they allow it to be too weaktoo slow, letting serious errors
(inefficiencies) last uncorrected, their entiresngiators will prove "unfit," and they will
themselves fail to be selected.

Concerning socioeconomic phylogeny, institutioe@nomics appears more
advanced. There is an extensive literature thgtlmeasaid, in present terms, to study the
processes by which institutions form, change amivey and thus gradually or suddenly
change the type ("species"”) of their interactdfsr present purposes, the most important
examples include Hayek (1967), who studies spontanevolution of institutions (“rules of
conduct") by anonymous individual innovations aatkstive widespread imitation; Vanbers
(1992), who enriches Hayek's study by includindemtive innovations, resulting from an
organized political process; and more recently N@005) and Eggertsson (2005), who offer
explanations why the evolution of institutions ntdien arrive at, and for a long time remain
locked on, imperfect states.

But much remains to be done also in this directibtost of the literature that deals
with "phylogenic" institutional changes continuesbe preoccupied with the effects of
institutions on incentives, and says little abdwtit more specifically "ontogenic" effects on
the development of enterprises, industries, anthigogies. By imposing on it the task to
study also these effects, SGD helps it to intereathwith the evolutionary economics
following Schumpeter, Nelson and Winter. For thgtitutional and evolutionary economists
who seek contacts with each other, SGD thus acgdasible catalyst: it helps to interconnect
their fields in general, and then, within the fielidevolutionary economics, to interconnect

the studies of the evolution of institutions wiktose of the evolution (development) of
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industries and economies (Pelikan, 2003c).

9 How Sufficiently General Darwinism May Help Social Scientists

In addition to the help with different inter-fietnnections, there are several ways in which
students of economies and societies may find S@RuLisBut, depending on their questions,
their methods of analysis, and their broadnessiodl pdifferent students may find it useful in
different ways, and some may not find it usefuhlat The purpose of this last section is to
illustrate its possible usefulness by briefly irating how it may help to deal with four
longstanding yet still largely open issues: groelection, economic development, reform
policies and multiculturalism.

The issue of group selection is intimately coneéatith the one of units of selection.
As noted at the end of Section 5, such units méy les parts of the instruction bases of
successful interactors — but not the interactaesfelves. These are only the units of testing
through which instruction bases demonstrate th®iitias to instruct.. It is the bases that bear
the ultimate responsibility for the performanceladir interactors, including the uses of the
inputs that the interactors can receive and/or fedwes extract from environments. Thus,
while the performance of interactors is cruciais itheir instruction bases, or parts of these,
that, depending on this performance, are selecategjected.

That interactors are indeed unsuitable as unisgleiction can also be seen by
considering that they may keep changing in manyswaguch as by growing, developing,
adapting, and replacing their agents — while aagaaable units of selection must be able to
remain stable over long periods of time. Amongreesonable candidates, it is indeed only
the instructions bases that may have this abtligy may stay put while their interactors
change, and their copies may guide other similantsgin similar environments to form,
possibly again and again, similar interactors.

The implications for the group selection issuesdraightforward. Groups are
interactors, and cannot therefore be units of selec What their evolution may select or
reject, according to their successes or failunesilee instructions that guide their members,
many of whom may be entering or exiting, to selfastize and operate in them with such
ultimate good or bad outcomes.

To answer the issue, however, it is also impotiacietermine where the crucial
instructions are located. In groups that are putended phenotypes with only one low level
of instruction bases — such as ant societies, wdiktiee relevant instructions are genomic —
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they are parts of these bases. To be selectgdnthst be able to instruct the smallest agents
to form the group's individual members in such § teat these are not only "fit"

individually, but also socially. Thanks to thesstructions, the individuals must be endowed
with what may be called "inborn™ or "instinctived@al behaviors that lead, in usual
environments, to the forming of a successful grola certain "species.".

But for social scientists, obviously, the mosenessting are groups of humans. As
noted, the human genomes do not specify humanl dehaviors, nor the form of human
groups. Instead, they endow humans with the egslto learn a variety of alternative social
behaviors, and thus make humans depend on ingtituéis instruction bases of some higher
level(s), to know which alternative, out of thigiedy, actually to adopt and learn. This
implies that human group selection is mainly alibatselection of institutions, for the main
responsibility for how human groups form and perfes theirs.

Note, however, that this does liberate the hunemomes from all selective pressures.
While not directly responsible for actual sociahleiors, they are responsible for the variety
of behaviors that their bearers might possiblyrearhis responsibility becomes critical if the
success of a group requires institutions that ddoalmng to this variety — for instance, if they
need behaviors that are more altruistic, or modévidualistic, than what their bearers prove
able to learn.

Concerning the issue of economic development, @ possibly offer some help to
the growing number of development economists whimnger limit attention to quantities of
resources, including the recent extensions to eaucand technological know-how, but
recognize, in agreement with the new institutie@@nomics following North (1990), that
"institutions matter.” SGD makes it clear thatitosions matter even more than what this
economics may imply. It brings to light, in additito their usually studied effects on
transaction costs and other incentives, their atwffects of the "ontogenic” self-organizing
of economies — in particular the internal experitmgnwith innovations and enterprises,
including the selection processes by which indigidalents are recognized, developed and
put to efficient social uses, or on the contrandered and wasted.

SGD may also clarify how the responsibility fooaomic development is divided
between institutions and the traditionally consediequantities of resources. It implies that
institutions determine a maximum development paétiiat a lack of resources may leave
unfulfilled, but that no surplus of resources caoeed — much like a lack of nutrition may
prevent a mouse embryo from developing, but noenattw much nutrition this might be

given, its mouse genome will prevent it from evevgng into an elephant. In consequence,
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when a poor economy has obtained the quantitiessoiurces for realizing its actual
development potential, the main obstacles to ithér development must be sought in its
formal and informal institutions.

This directly leads to the issue of reform pokcidf the institutions of an economy
hinder its development, the two obvious questiars @) Which institutions would do
better? (2) How to reform (transform) the actustitutions into better ones? The debate of
these questions has a long history, usually gaimnigtensity after each deep crisis for which
institutions may be suspected to be responsibleistatill far from definitely settled®

How SGD may help with these questions was inditatesome of my earlier studies.
Although SGD was not yet there explicitly presentesimain principles were already used.
Concerning question (1), the attention to the "gatoc"” effect of institutions on development
processes made it possible to disclose some piyibidden merits and demerits of different
institutions. A simple comparison of their doubféects on the generation of entrepreneurial
trials and on the correction of the committed eyrmiade it possible to show that suitably
formed institutions of private property rights,dcom of enterprise and market competition
have a much higher development potential tharoath§ of socialism and also capitalism
with selective industrial policies — simply becatisey allow and encourage a higher variety
of such trials and enforce a faster and more peesmsrection of errors (Pelikan, 1988, 1992).

This help with question (1) is also help with quas (2): for reforming the actual
institutions into better ones, these must be kn@tieast roughly, in order to set the reform
in the right direction. But it must also be decidew fast and in how large steps to proceed.
On this, there has been much disagreement, as @émtedhby the heated gradualism vs.
shock therapy controversy. SGD appears able tie setme of this disagreement by clearly
distinguishing (i) changes of formal institutioiig), changes of informal institutions, and (iii)
changes of firms, markets and industries. Whileaform can directly control changes (ii)
and (iii), which cannot but take time, this is eason for slowing down changes (i) that the
reform can control. On the contrary, it can bevaithat dividing the needed institutional
changes in several small steps is likely to makegthworse by complicating and confusing

the learning of the new institutions by the econsnagents (Pelikan, 1992).

'8 During the last two decades, most of practicéitgemaking has been following the principles ofcalled
"Washington Consensus," including institutional@tifor private enterprise, market competition, &isdal
discipline. More recently, however, these prinegphave been increasingly challenged, while econtimiories
have not yet provided fully compelling argumentsdae side or the other. Somewhat surprisingkstitutional
economists do not seem very interested in produgilch arguments. Both North (2005) and Eggert62005),
in some of the most important recent contributitmsew institutional economics, leave questionldigely
aside, and focus on obstacles that make institatti@iorms difficult and imperfect.

39



Another possible help of SGD concerns the assegsoheeform policies over time.
This has also been subject to much disagreemeatessthe reforms set in the right direction
often started with alarmingly poor results. A slengynamic comparison of the working of
selection processes on markets and within goverhaoend offer a solution to the puzzle of
why government-driven development may start weit,ib likely to end up in a structural
crisis, as happened in the beginning of the 198Qlapan and South Korea, while market
reforms typically follow the famous J-curve andstth a negative growth, but in the long
run lastingly improve economic performance, ashi@sgened in Central and Eastern Europe
(Pelikan, 1999, 2007).

What leads from reforms to multiculturalism istthldormal institutions are parts of
culturally evolved norms and custom, which areidiifit to influence by policies (cf. North
1990, 2005). Through their impact on informal utEgins, cultures thus influence economic
development in two ways: as key factors of actaahemic performance, and as constraints
on the extent and the speed of feasible refornsdifferent cultures may exert substantially
different influences on both, in relation to econortevelopment, not all cultures can be
accorded the same value. On the other hand, howewaust be recognized that valuable
ingredients can be found in all of them. No cwdtaan therefore be entirely rejected because
of its possible ingredients with negative effeatseconomic development.

The help that SGD may offer is simply to brindight, and indicate how to take into
account, the basic fact that all human cultures haae parts that are economically relevant,
with positive or negative effects on economic perfance and development, and parts that
are economically neutral, but possibly valuableoading to other, non-economic criteria. As
much confusion and unnecessary disagreements ti@entire multiculturalism issue has
been caused by leaving this fact aside, bringing light may indeed have merit.

Perhaps the clearest way to state this fact mobyrasting informal institutions with
memes (cf. Section 7). A culture may indeed bgalized as a large and heterogeneous
collection of memes, which all replicate from miedmind across a given economy, and of
which only a subset are informal institutions, fasting the specific forming and functioning
of this economy. The economically neutral parthef culture can then be understood as the

complementary subset, possibly denoted as "ornaheemes**

9 Some readers may find it interesting to compasecéety's culture to the entire genome of a multitar
organism, and its economically neutral parts toDMNA-segments that do nothing else than replicaten
termed "junk” or "nonsense." Emphatically, thesenis do not imply any negative valuation, and esfigaot
for their socioeconomic counterparts: a societypdge than its economy, and its "ornamental memes/' lve
highly valuable for other than economic reasongys esthetic, artistic, or religious.
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Well-known examples of informal institutions ahe tforms and degrees of respects
for property rights, fairness, business ethicsiugiron, truth, and trust; while ornamental
memes may be exemplified by traditional songs, dancostumes, food, and religious rituals.
A problem is, of course, that the dividing lineweén the two may not always be entirely
clear. Some memes that may at first appear poraelgmental may turn out to have
significant effect on economic behaviors, and ntlustefore be reclassified as informal
institutions. For instance, different food dietayrdifferently influence health and longevity,
and different religious rituals may differently pedr disrupt production. Where precisely to
draw this line is therefore an open question thay nequire extensive research to be properly
answered?

But independently of the precise position of tme, a simple recognition that it exists
may suffice to settle many disagreements betwesadkiocates and the opponents of
multiculturalism. When this line is taken into aoat, it appears easy to obtain a widespread
support for both extensive multiculturalism congegrornamental memes, and its severe
limitations concerning informal institutions.

An interesting implication concerns the assessroktiite consequences for a rich
country of immigration from a poor country. Thssthat in addition to the usually considered
benefits from additional supply of labor, the assgsnt must also take into account the
effects on the rich country's institutions — foisitargely thanks to them that it has become
rich in the first place (although many of its initabts may still be unaware of it).. The
difficult question than is, by what civilized paks to protect the economically relevant
features of these institutions, if some immigrdrasn a poor country turn out to carry with
them some of the informal institutions that are agithe major causes of this poverty — such
as low respect for private property, rules of hathait foster wasteful conflicts rather than
efficient competition, soft constraints on unethizasiness practices, and hard constraints on
education opportunities for women, which both walser talents and lower the quality of
education of their children.

It is with these brief outlines that only rouglhgicate how SGD may possibly help to
deal with some important socioeconomic issueswithiout finding any real answers to them,
that the paper must end. The question of whetheobSGD may effectively help to find
some of the real answers must be left to futureanes.

20 Continuing the comparison from fn. 21, it mayrtséed that the borderline between instructing am n
instructing parts of genomes is also partly unglaamany non-genic DNA segments, first believeldeto
"nonsense" were later discovered to play imporitasttucting roles, and such discoveries are liltelgontinue.
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